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Introduction

■ Takeaways

– Better responses by filtering training data

– Overfitting = better on automatic metrics

Hi, how are you?

good

What did you do 

today?

I don’t know



Problem formulation

One-to-many Many-to-one

Previous approaches:

 Feeding extra information to dialog models [1]

 Augmenting the model or decoding process [2]

 Modifying the loss function [3]



Methods (Identity)
 Filter high-entropy utterances

 3 filtering ways: SOURCE, TARGET, BOTH



Methods (Clustering)  SENT2VEC [4] and AVG-EMBEDDING [5]

 Mean Shift clustering algorithm [6]



Data ■ DailyDialog (~90.000 pairs) [7]

■ Remove 5-15% of utterances

■ High entropy utterances:

– yes | thank you | why? | ok | what do you mean? | sure



Setup

 Response length

 Word / utterance entropy [8]

 KL-divergence

 Embedding metrics [9]

 Coherence [10]

 Distinct-1, -2 [11]

 BLEU-1, -2, -3, -4 [12]



Evaluation Metrics



Results (at loss minimum)



Results (after overfitting)



Results (other datasets)

Cornell-Movie Dialog Corpus

Twitter dataset



Conclusion

■ Better responses by filtering training data

■ Overfitting = better on automatic metrics



Thanks for your attention!

■ github.com/ricsinaruto/NeuralChatbots-DataFiltering

– code/utils/filtering_demo.ipynb

■ github.com/ricsinaruto/dialog-eval

■ ricsinaruto.github.io

– Paper, Poster, Blog post, Slides
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