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Background

 Limited research on inner speech with non-invasive methods [1]

* Limited analysis of differences between repetitive and self-generated
inner speech

e Such research can lead to word-level communication with BCls [2]

Metzger et al., 2022
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Research questions
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1. What inner speech decoding performance can be achieved in EEG
and MEG with a large number of per-participant trials?

2. Can we transfer decoders across sessions and tasks?

What are the differences between repetitive and self-generated
inner speech?




Data Collection



Experiment

* 5 words:
* hungry, tired, thirsty, toilet, pain
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3 task versions

4 consecutive 1-second trials

Version 2 EEG MEG

Version 1 EEG MEG
P1 sessions 6 6
P2 sessions 2 2
P3 sessions 2 2
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Silent reading task only

Version 3 EEG MEG

Inner speech

Silent reading oK

P1 sessions 1 1
P2 sessions 1 1
P3 sessions 10 1
20K 10K
7.5K

P1 sessions 1 1
P2 sessions 1 1
P3 sessions 1 1




EEG inner speech data analysis
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Evoked response across channels

0.103s 0.147s 0.207s 0.285s

Nave=12566
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Separating visual and language activity

cross cues only

cross cues with
inner speech

1 cross cue and
4x inner speech
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Per-word evoked response
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t-SNE projection of inner speech trial covariances

ORA#40

Session labeling Word labeling
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Decoding results



Preprocessing

1. Bandpass filter between 1-40Hz
2. Bad segment and channel removal
3. ICA with 64 components for MEG only



MEG inner speech decoding at chance level

* Models
* Fully-connected NN
* CNN
* LDA
* Logistic Regression

* Features
* Channel selection
* Using the covariance matrix of the trial
* Concatenating the 4 consecutive trials or averaging them

 Per-session decoding or using trials from all sessions



Inner speech above chance in 3/10 EEG sessions

* Method 1: 25% accuracy

e covariance matrix features + LDA

* Method 2: 33% accuracy
* single LDA model trained on all 3 sessions
* concatenating the 4 consecutive trials

* subtracting session-level evoked response and covariance
from epochs

e Additional methods tried

* Trial-level normalization; temporal alignment of trials;
denoising with PCA, Xdawn clas-sifier with riemannian
features; baseline correction; laplace denoising




Silent reading decoding above chance in
MEG and EEG

* Per-participant 2-layer linear neural network
e 1-second epoch flattened to a feature vector

MEG version1l MEG version 3 EEG version 3
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Silent reading sliding-window LDA
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Closed-loop EMG silent speech prototype
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Thank youl!
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Per-word evoked response
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Evoked responses across sessions

T

T7

21 21 2
: <:ji:> 1 <:ji:>
1 1 1
3 0 01 = 0
-1 - -1 -1 -
-2 :
0.0 0.5

T7

T7

2-
5 <:ii:>
1 1
2 0- 0
~1 - -1

. )
bl

0.5
Time (s)

0.5
Time (s)




Session-level mean covariances



Temporal evoked activity
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Separating visual and language activity

cross cues only

cross cues with
inner speech

1 cross cue and
4x inner speech




Evoked response




